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Preface

Introduction

Nowadays, technology advances in sync with the speed of light, noting that simulation is 
a practice, which extends to take into account factors concluded from scientific research 
emanating in the U.S. since the late 1940s, yet simulation is unanimously viewed as a sci­
ence; therefore, the book tackles the current technologies and applications in simulation and 
modeling in a systematic, comprehensive manner.

Due to the high costs of network infrastructure and the constant rising of unanswered 
questions regarding technology, simulation has become a good choice for estimation of the 
performance of networks. Additionally, such methodology for requirements determination 
can be extended to serve as a blueprint for business (or management) simulation by provid­
ing an initial model for creating a business simulation to subsequently show how it can be 
incorporated into an application.

This allows one to capitalize on conceptual models in a business that have been created 
for requirements determination by extending them with the conceptual model of runtime 
management, thus covering the core decision-taking science, particularly in view of the 
well-known fundamental economic decision theory, to which individuals attribute rational 
choices from a range of alternatives.

The Challenges

The need to define what appropriate path to follow at any given crossroad triggers the 
concept behind this project, as any attempt to deal with a problem demands an adequate
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understanding of the challenges that exist. Such challenges can be further illustrated, as 
addressed in this book:

First, simulation of a system with limited data is challenging, as it calls for a certain degree 
of intelligence built in to the system.

Second, the overall employment of remotely controlled vehicles functioning in the ground, 
air, and marine domains requires investigating the critical issues in the command and control 
o f such vehicles.

Third, a proper understanding of the simulation tools, underlying system algorithms, and 
user needs is challenging.

Fourth, healthcare systems pose many of the challenges, including difficulty in understand­
ing the system being studied, uncertainty over which data to collect, and problems of com­
munication between problem owners.

Searching for a Solution

Solutions to the problem of defining simulation technologies and application are tackled in 
this book: for instance, the book presents various based simulation methodologies that may 
be customized and used in the simulation of a wide variety of problems. Additionally, the 
book presents a model-based approach resulting in simulation architecture that integrates 
proven design concepts, such as the model-view-controller paradigm, distributed comput­
ing, Web-based simulations, cognitive model-based high-fidelity interfaces and object-based 
modeling methods.

Moreover, the book shows how simulation allows the identification of critical variables in 
the randomized clinical trial (RCT) by measuring their effects on the simulation model’s 
“behaviour.”

Organization of the Book

The book is organized into 15 chapters. A brief description of each of the chapters fol­
lows:

Chapter I provides a comprehensive explanatory platform of simulation background, review­
ing simulation definitions, forms of models, the need for simulation, simulation approaches 
and modeling notations.

Chapter II offers an overview on the distributed simulation in industry, in view that, although 
the observance of a distinction between continuous and discrete simulations has long been a 
practice in the simulation community at large, human interactivity in simulation (“human- 
in-the-loop”) H L 1 literature often uses a different terminology and refers to time-stepped 
and event-driven simulation.

In addition Chapter III presents the object-oriented approach for the development of an 
optical burst switching (OBS) simulator, called OB Sim, built in Java.
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Subsequently, Chapter IV illustrates how natural language modeling (NLM), a conceptual 
modeling language, methodology for requirements determination can be extended to serve 
as a blueprint for business (or management) simulation by providing an initial model for 
creating a business simulation.

Consequently, Chapter V presents a suggested system development life cycle, “relay race 
methodology” (RRM). The RRM is based on the philosophy of a relay race, where each 
runner in the race must hand off the baton within a certain zone, usually marked by triangles 
on the track race.

On another note. Chapter VI sets forth a new model-based simulation methodology that may 
be customized and used in the simulation of a wide variety of problems involving multiple 
source-destination flows with intermediate agents. It explains the model based on a new 
class of neural networks, called differentially fed artificial neural networks, and the system 
level performance of the same.

Additionally, Chapter VII presents a model-based approach that the authors adopted for 
investigating the critical issues in the command and control o f remotely operated vehicles 
(ROVs) through an interactive model-based architecture.

Furthermore, Chapter VIII reports on the use of simulation in supporting decision-making 
about what data to collect in a randomized clinical trial (RCT). The chapter shows how 
simulation also allows the identification of critical variables in the RCT by measuring their 
effects on the simulation model’s “behavior.”

In the same token. Chapter IX addresses the problem of modeling finished products and 
their associated sub-assemblies and/or raw materials. A production system is a set o f policies 
that monitors and controls finished products and raw materials, as it determines how much 
of each item should be manufactured or be kept in warehouses, when low items should be 
replenished, and how many items should be assembled or ordered when replenishment is 
needed.

Chapter X illustrates the use of mathematical modelling and simulation to discover the rea­
sons for data to behave in certain ways, as it suggests the use of simulation and modeling 
of knowledge-mining architecture by using recurrent hybrid nets; particularly in view that 
hybrid nets combine arithmetic and integrator elements to and from nodes for modeling the 
complex behavior of intelligent systems.

Likewise, Chapter XI demonstrates the development of a novel compromise linear pro­
gramming having fuzzy resources (CLPFR) model as well as its simulation for a theory-of- 
constraints (TOC) product mix problem using MATLAB® v. 7.04 R. 14 SP.2 software. The 
product mix problem considers multiple constraint resources. The developed CLPFR model 
helps in finding a robust solution with better profit and product mix solution in a non-bottle­
neck situation. The authors simulate the level-of-satisfaction of the decision maker (DM) as 
well as the degree of fuzziness of the solution found using the CLPFR model. Simulations 
have been carried out with MATLAB® v. 7.04 R. 14 SP.2 software.

However, Chapter XII provides mainly an overview of the ongoing technology shift inside 
the vehicles and couples this to simulation possibilities and thereby introduces the business 
process simulator-based design (SBD). The perspective in this chapter is human-machine 
interaction (HMI) and therefore addresses human-in-the-loop simulators, keeping in mind 
the fact that simulation could and even must be used on other levels in order to optimize 
and verify more technical functions.
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On another note. Chapter XIII tackles business aspects o f simulation, amongst other tilings: 
describing the relationship between business process reengineering (BPR) and change 
management, the role of simulation in supporting BPR, notwithstanding the future chal­
lenges of business process simulation, along with an illustration of simulation technology 
limitations in reengineering business processes, characteristics of successful simulation and 
some simulation applications.

While Chapter XIV introduces virtual reality and augmented reality as a basis for simulation 
visualization, within this context, it shows how these technologies can support simulation 
visualization and gives important considerations about the use of simulation in virtual and 
augmented reality environments. Hardware and software features, as well as user interface 
and examples related to simulation, using and supporting virtual reality and augmented reality, 
are discussed, stressing their benefits and disadvantages. The chapter discusses virtual and 
augmented reality in the context o f simulation, emphasizing the visualization of data and 
behavior of systems. The importance of simulation to give dynamic and realistic behaviors 
to virtual and augmented reality is also pointed out. The work indicates that understand­
ing the integrated use of virtual reality and simulation should create better conditions for 
the development of innovative simulation enviromnents as well as for the improvement of 
virtual and augmented reality enviromnents.

In conclusion. Chapter XV aims to develop artificial mechanisms that can play the role 
emotion plays in natural life, in order to build agents with the mission to “to bring life” to 
several applications, amongst other things: information, transaction, education, tutoring, 
business, entertainment and e-commerce. In light of the fact that artificial emotions play an 
important role at the control level of agent architectures, emotion may lead to reactive or 
deliberative behaviors, it may intensify agent’s motivations, it can create new goals (and 
then sub-goals) and it can set new criteria for the selection of the methods and the plans 
the agent uses to satisfy its motives. Since artificial emotion is a process that operates at 
the control level o f agent architecture, the behavior of the agent will improve if the agent’s 
emotion process improves.
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C h a p te r  X I

Simulating 
Theory-of-Constraint 
Problem with a Novel 

Fuzzy Compromise Linear 
Programming Model

Arijit Bhattacharya, The Patent Office, Bouddhik Sampada Bhawan, India 
Pandian Vasant, Universiti Teknologi Petronas, Malaysia 

Sani Susanto, Parahyangan Catholic University, Indonesia

Abstract

This chapter demonstrates development o f  a novel compromise linear programming having 
fu zzy  resources (CLPFR) model as well as its simulation fo r  a theory-of-constraints ’(TOC) 
product mix problem using ALATLAB® v. 7.04 R. 14 SP2 software. The product-mix problem  
considers multiple constraint resources. The developed CLPFR model helps in finding a 
robust solution with better profit and product mix solution in a non-bottleneck situation. 
The authors simulate the level o f  satisfaction o f  the decision maker (DM) as well as the 
degree o f  fuzziness o f  the solution found  using the CLPFR model. Simulations have been 
carried out with AMTLAB®  v. 7.04 R. 14 SP2 software. Ln reality, the capacities available 
fo r  some resources are not always precise. Some tolerances should be allowed on some

Copyright © 2008, IGI Global. Copying or distributing in print or electronic forms without written permission
of IGI Global is prohibited.
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constraints. This situation reflects the fuzziness in the a\>ailability o f  resources o f  the TOC 
product mix problem.

Introduction

Simulation is a method that allows the analysis of complex systems through mathematically 
valid means. Through a software interface, the user creates a computerized version of a 
model (Peterman, 2006). Among other tilings, “model abstraction is a method for reduc­
ing the complexity of a simulation model while maintaining the validity of the simulation 
results with respect to the question that the simulation is being used to address” (Frantz. 
2006). Model abstraction is the intelligent capture of the essence of the behaviour of a 
model without all the details of how that behaviour is implemented in code (Frantz, 1996). 
Researchers in the field of artificial intelligence (AI) have also been developing techniques 
for simplifying models, determining whether model results are valid and developing tools 
for automatic model selection and manipulation (Frantz, 2006).

Vast literature exists in the field of modelling and simulation. Fishwick and Zeigler (1992) 
reported substantial parallels between their work and the researches in qualitative simulation. 
M iller et al. (1992), Fishwick (1992) and Fishwick et al. (1994) provide general rationale 
and approaches for synergizing traditional simulation and AI modelling & simulation tech­
niques. Weld (1992) reported model sensitivity analysis for qualitative models to formalize 
an approximation approach. Nayak (1992) described an alternative approximation approach 
based on the causal relationships of model parameters.

It is to be noted that simulation and modelling has a wide applicational range in military 
sciences. Sisti and Farr (2005) dealt with the wide variety of research issues in simulation 
science addressedby government, academia and industry, and their applicationto the military 
dom ain specifically to the problems of the intelligent analyst.

Advancement in model abstraction research deals with the application and adaptation of 
the concept of “qualitative reasoning” which is borrowed from the field of AI (Sisti & Farr. 
2005). Qualitative simulation concerns itself with getting away from the idea of “exactness” 
(Sisti & Farr, 2005). Some of the ancillary topics of research in qualitative simulation, as 
suggested by Sisti & Farr (2005), are: fuzzy modelling, random set theory, possibility theory, 
rough sets and Dempster-Shafer theory (DS theory) and ordinal optimisation. The common 
factor among all of these fields is that all of these strive to represent “intermediate degrees 
of truth” (uncertainty) in such a way as to attain optimal answers, or ranges of answers, as 
opposed to an optimum answer to 10-decimal place precision (Sisti & Farr, 2005).

In this chapter the authors present, first, a novel fuzzy compromise linear programming 
(CLPFR) model to solve a product mix problem under theory of constraint (TOC). The 
problem contains multiple constraint resources. The developed CLPFR model helps in find­
ing a robust solution with better profit and product mix solution. Later, the authors simulate 
the level of satisfaction of the decision maker (DM) as well as the degree of fuzziness of the 
solution found using the CLPFR model. Simulations have been carried out with MATL AB ® 
v. 7.04 R. 14 SP.2 software. A thorough interpretation and discussion of the outcome of the 
product mix decision using the CLPFR model has also been presented in this chapter.

Copyright © 2008, IGI Global. Copying or distributing in print or electronic forms without written permission
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Earlier Susanto, Bhattacharya, Vasant, and Suryadi (2006) introduced the CLPFR model 
to optimize product mix of a chocolate manufacturing firm. Susanto, Vasant, Bhattacharya. 
and Kahraman (2006) reported a “compromise linear programming having fuzzy objective 
function coefficients” (CLPFOFC) with fuzzy sensitivity. Their work was also applied to 
solve a chocolate manufacturing firm's product mix decision using the CLPFOFC model.

In reality, the capacity available for some resources are not always precise, since, for example 
the company manager can ask workers to work overtime or add more materials from suppli­
ers. Therefore, some tolerances should be allowedonsome constraints. This situation reflects 
the fuzziness in the availability of resources. This problem is called as fuzzy compromise 
linear programming (CLPFR) having fuzzy resources.

The TOC Problem

Enormous volume of works exists in the arena of product mix decision under TOC heuristic 
using linear as well as integer programming models. Luebbe & Finch (1992) compared the 
TOC and linear programming using the five-step improvement process in TOC. They cat­
egorized the TOC as a manufacturing philosophy and linear programming (LP) as a specific 
mathematical optimization technique. It was stated that the algorithm could optimize the 
product mix as integer LP (ILP) (Luebbe & Finch, 1992).

Balakrishnan and Cheng (2000) reported that LP was a useful tool in the TOC analysis. 
They (Balakrishnan & Cheng, 2000) showed that some of Luebbe and Finch’s (1992) con­
clusions were not generalizable. Finch and Luebbe’s (2000) argued that Balakrishnan and 
Cheng (2000) did not compare LP with TOC. Finch and Luebbe (2000) commented that 
Balakrishnan & Cheng’s (2000) work was a comparison of LP with one of many techniques 
sometimes incorporated in TOC.

Hsu and Chung (1998) presented an algorithm using dominance rule classifying non-criti- 
cally constrained resources into three levels for solving the TOC product mix problem.

Plenert (1993) discussed an example having multiple constrained resources in order to de­
lineate that the TOC heuristic didn’t provide an optimal feasible solution. Lee and Plenert
(1993) demonstrated that TOC was inefficient when new product was introduced. Lee and 
Plenert (1993) observed that the solution from TOC during introduction of new product 
produced a non-optimal product mix. They (Lee & Plenert, 1993; Plenert, 1993) used an 
ILP formulation that identified a product mix. The product mix fully utilized the bottleneck. 
Their conclusion was that ILP solution was more efficient than the TOC heuristic. Mayday
(1994) and Posnack (1994) criticized Lee and Plenert (1993) and Plenert (1993).

Coman and Ronen (2000) formulated a production outsourcing problem as a LP problem 
and identified an analytical solution. Coman and Ronen (2000) argued that the TOC solu­
tion was inferior to the LP-enhanced solution since it computed the throughput relative to 
a no-production alternative while the LP solution computed the throughput based on the 
contractor’s mark-up.

Onwubolu (2001) compared the performance of the Tabu search-based approach to both the 
original TOC heuristic, the ILP solution and the revised TOC algorithm. Further, large-scale

Copyright © 2008, IGI Global. Copying or distributing in print or electronic forms without written permission
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difficult problems were generated randomly and solved by Onwubolu (2001). The research 
work of Boyd and Cox (2002) was focused to compare the TOC solution to the product mix 
problem with an optimal solution given by LP or ILP.

Bhattacharya and Vasant (2006) developed and subsequently used fuzzy-LP with smooth 
S-curve membership function (MF) in making product mix decisions under TOC heuristic 
more explicit. Bhattacharya, Vasant, Sarkar, and Mukheijee (2006) introduced a fully fuzzi- 
fied and intelligent TOC product mix decision. In order to avoid linearity in the real life 
application problems, especially in product mix decision problems, a non-linear function 
such as modified MF was used in the above works. This MF was used when the problems and 
its solutions were independent (Vasant, 2003; Bhattacharya & Vasant, 2006; Bhattacharya. 
Vasant, Sarkar, & Mukheijee, 2006).

Now, let us discuss the product mix problem when multiple constrained resources exist. 
The effectiveness of the CLPFR model will be delineated in solving the said product mix 
problem under TOC. Hsu and Chung (1998) and Onwubolu and Mutingi (2001) illustrated 
the said product mix problem as shown in Figure 1. The same problem of Hsu and Chung 
(1998) is solved in this chapter in order to compare the developed CLPFR model with that 
o f the earlier proposed methodologies.

The problem of Hsu and Chung (1998) can be modelled as a dual simplex LP problem with 
a view to maximize the throughput when multiple resource constraints exist. In their (Hsu 
& Chung 1998) problem, four different types of products, namely, R, S, T & U, are to be 
produced wherein seven different resources, A to G, exists. Each resource has a capacity 
of 2,400 minutes. Table 1 illustrates loads required for producing one unit o f each of the 
products R, S, T and U.

Table 2 shows loads on each of the resources. It is seen from Table 2 that only resource G is 
underutilized and resource E runs in its full capacity, while resources A-D and F are over­
loaded. Resource B is the capacity constraint resource (CCR) as it is the most overloaded 
and the said CCR is indicated in Table 2 using a vertical upward arrow. Now, throughput 
per constraint resource minute needs to be calculated for finding out the required number of 
products to be produced within the available capacity of each resource per week.

Table 1. Loads required fo r  producing four products

Products Weekly
market

potential
(units)

Unit 
selling 
price 

(US$ / 
unit)

A
Processing time per unit (min) 

B C D E F G
Raw material 
cost per unit 
(US$ / unit)

Throughput 
per unit 

(US$ /unit)

R 70 90 20 5 10 - 5 5 20 10 80
S 60 80 10 10 5 30 5 5 5 20 60
T 50 70 10 5 10 15 20 5 10 20 50
U 150 50 5 15 10 5 5 15 - 30 30

Copyright © 2008, IGI Global. Copying or distributing in print or electronic forms without written permission
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Figure 1. Modified product mix problem o f  Hsu and Chung (1998)
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Product R S T U

The total throughput is (70 x 80 + 60 x 60 + 50 x 50 + 80 x 30) = 14100. Table 3 formalizes 
capacity utilization for each of the resources. From Table 3 it is identified that the CCR is 
still there with resources A and D, as these two resources exceed the available maximum 
capacity of 2,400 minutes. Thus, it appears that product mix solution under TOC heuristic 
[particularly the problem of Hsu & Chung (1998)] is infeasible when multiple constraint 
resources exist.

In the spirit to maintain the Hsu and Chung’s (1998) mathematical formulation, some in­
consistencies have been found in their paper. The inconsistencies are as follows:

Copyright © 2008, IGI Global. Copying or distributing in print or electronic forms without written permission
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Products Weekly Capacity per unit for resources (min)
market

potential
(units)

A B C D E F G

R 70 1400 350 700 - 350 350 1400
S 60 600 600 300 1800 300 300 300
T 50 500 250 500 750 1000 250 500
U 150 750 2250 1500 750 750 2250 -

Total load (min) 3250 3450 3000 3300 2400 3150 2200
Available capacity 

(min)
2400 2400 2400 2400 2400 2400 2400

Overload (min) 850 1050 600 900 0 750 -200
Capacity utilization (%) 131.42 143.75 125 137.50 100 131.25 91.67

T
Table 3. Load calculation after removing CCR at B

Products Weekly
market

potential
(units)

Capacity per unit for resources (min)
A B C D E F G

R 70 1400 350 700 - 350 350 1400
S 60 600 600 300 1800 300 300 300
T 50 500 250 500 750 1000 250 500
U 80 400 1200 800 400 400 1200 -

Total load (min) 2900 2400 2300 2950 2050 2100 2200
Available capacity (min) 2400 2400 2400 2400 2400 2400 2400

Overload (min) 500 0 -100 550 -350 -300 -200
Capacity utilization (%) 120.83 0 95.83 122.92 85.42 87.5 91.67

]
1. There should be an arrow connecting node E to C for product T, since it more complies 

with the resource E usage per unit of product T;

2. The resource C usage per unit o f product U, should be changed from 15 m into 10 min. 
so it complies with resource C constraint [see Figure 1 of Hsu & Chung (1998), more 
specifically the resource C usage for product U (15 minutes), with the corresponding 
values in Table 1 and Table 2 of their paper, which is 10 minutes]; and

3. The price per unit of RM6, should be changed from US$10 to US$20, so that it com­
plies with the objective function coefficient of U in the objective function (equation 
1 of Hsu & Chung, 1998),that is, US$30. To maintain the Hsu and Chung’s (1998)

Copyright © 2008, IGI Global. Copying or distributing in print or electronic forms without written permission
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mathematical formulation, a modification to the price of per unit RM6 from the exist­
ing US$10 to US$20, is suggested in Figure 1.

Extensive published literatures depict that TOC heuristic is implicit for solving product mix 
decision problem when multiple constrained resources exist. The same was also reported 
by Onwubolu and Mutingi (2001). Moreover, TOC-based product mix decisions can never 
be better than a correctly formulated LP approach (Souren et al., 2005).

In the next sections a detailed computational analysis with the developed CLPFR model will 
be illustrated. The CLPFR model makes the TOC heuristic more explicit in making product 
mix decision when multiple constrained resources exist.

“CLPFR” Algorithm

The development of compromise linear programming having fuzzy resources (CLPFR) 
algorithm passes through the following steps:

Step 1: Formulating the crisp linear programming problem

Step 2: Determining the resources whose availability are to be fuzzified and subsequent 
determination o f  their tolerances

Step 3: Defining the membership functions representing the fuzziness o f  the i"' resource, i = 
1, 2..... m, m being the number o f  resource whose availability are to be fuzzified

Step 4: Solving the following crisp LP:

max cx 

subject to

( A x ^ b ,  

x > 0

i = 1, 2......m

Step 5: Solving the following LP with the i"' constraint tolerances:

max cx 

subject to
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(Ax)j < b ( + tj

t l > 0  

x > 0

i = 1, 2..... m

Step 6: Defining the membership function representing the degree o f  the optimality o f  the 
solution

Step 7: Defining the following linear programming problem: 

max min{|u0(x),|u1(x),...,|am(x)}
x>0

Step 8: Converting the LP o f  Step 7 into the following equivalent compromise linear p ro ­
gramming problem:

max a  

subject to

M-0(x) ^ a  
|a.(x) > a  

a  e [0,1] 

x > 0

i = 1, 2..... m

Step 9: Obtaining an equivalent compromise solution to Step 8 by using the following  
equivalent compromise linear programming problem:

max a  

subject to

c x i z 1-  (1 -  a) (z1 -  z°)

(Ax). < b. + (1 -  a)t.,

a  e [0,1]

x > 0

i = 1, 2..... m
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TOC Product Mix Problem Formulation 
__________ Using “CLPFR”__________

This chapter improves the solution of the problem reported earlier by Hsu and Chung (1998) 
fuzzifying the availability of resources A to G. For illustration purpose, the fuzzification 
is carried out introducing following tolerances = 120 minutes, f, = 240 minutes, i,=  180 
minutes, t , = 120 minutes. I, = 320 minutes, t. = 240 minutes and i, = 180 minutes to resource7 4 7 5 7 6 7
A, B, C, D, E, F and G, respectively.

As a first step of the proposed CLPFR model, the crisp LP model is to be converted into an 
equivalent CLPFR using the following identified decision variables:

x | = the number of product R to be produced (units) 

x2 = the number of product S to be produced (units) 

x, = the number of product T to be produced (units) 

x4 = the number of product U to be produced (units)

According to the developed CLPFR algorithm, the following steps have been computed for 
the product mix problem under TOC adopted from Hsu and Chung (1998):

Step 1: The crisp linear programming problem is form ulated as follows:

The objective function for the crisp LP is:

maximize profit z  = 80xj + 60x2 + 50x3 + 30x,

subject to the following constraints

Constraint-1 (for resource A): 2 0x j +  1 0 x 2 + 1 0 x 3 + 5 x 4 < 2400

Constraint-2 (for resource B): 5x, +  1 0 x o + 5x, +  15x4 < 2400 

Constraint-3 (forresource C): 10Xj + 5 x 2 + 1 0 x 3 + 1 0 x 4 < 2400  

Constraint-4 (forresourceD ): OXj + 3 0 x .  + 1 5 x 3 + 5 x 4 < 2400  

Constraint-5 (for resource E): 5Xj + 5x^ + 2 0 x 3 + 5x4 < 2400
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Constraint-6 (for resource F): 5Xj + 5 x , +  5x3 + 1 5x4 < 2400 

Constraint-7 (for resource G): 20Xj + 5 x 2 + 10x3 + 0x4 < 2400 

Constraint-8 (demand for product R): x, <70 

Constraint-9 (demand for product S): x2 < 70

Constraint-10 (demand for product T): x3 < 7 0  

Constraint-11 (demand for product U): x < 7 0 . and 

non-negativity constraints: xl , x 2, x 3,x 4 > 0

Step 2: The constraints to be fuzzified are constraint numbers (I) to (7). The tolerances for  
each o f  the resources are as follows:

• t , = 120 minutes for the availability of resource A  (resource-1).

• t, = 240 minutes for the availability of resource B (resource-2).

• t, = 180 minutes for the availability of resource C (resource-3).

• t, = 120 minutes for the availability of resource D (resource-4).

• t. = 320 minutes for the availability of resource E (resource-5).

• t = 240 minutes for the availability of resource F (resource-6), and

• t , = 180 minutes for the availability of resource G (resource-7).

Step 3: The membership functions representing the fuzziness o f  the i"' resource (constraint) 
are defined in the following fashion as illustrated.

Let t. be the tolerance of the availability of the /"' resource. The fuzziness of this resource

is defined by the fuzzification of the /" constraint, (Ax), < b , through the fuzzy set i with 
membership function having triangular fuzzy number:

1. if  (Ax); < b 
(Ax)j -bj

1--— i - ^ - . i f b -  < (A x). <b. +t .  
tj i i  i i
0. if(A x). > b .+ t.'1 i i
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This triangular membership function represents the degree of satisfaction for the / h con­
straint.

In the case discussed, the following membership functions represent the fuzziness of con­
straints (1) to (7) respectively:

M x)

M x)

1, if (20x i +10x2 +10x3 + 5 x 4) ^ 2400
(20xi +10x9+10x3+5x4)-2400

120
,if 2400 ^ (20Xj +10X2 + lOx^ + 5x^) ^ 2520

0, if (20x^ + 10X2 + lOxg + 5x ^ )  > 2520

1, if (5Xl + 10x2 + 5 x 3 + 15x4 ) < 2400

(5xi +10X?+5x '?+15x4)-2400 
1- -  * “ -  ‘ , if 2400 ^ (5x, + 1 0x9 + 5xo + 15 x y, ) ^ 2640

240 1 2 3 4 '

0, if (5Xj + 10X2 + 5Xg + 15x4 ) > 2640

M x)

M"4 (X)

M X)

M X)

m(x)

1, if (10x i + 5 x 2 + 10x3 +10x4 ) < 2400

(10xj +5x 2 +10x 3 +IOX4 )-2400
180

0,

if 2400 < (10xj + 5 x 2  +  10xg + 1 0 x 4 ) < 2580 

if (10xj + 5x2 +  10xg + 1 0 x 4 ) > 2580

1, if (3 0 x 2  + 15x 3 + 5 x ^ )  < 2400
( 3 0 x 2 + 1 5 x 3  + 5 x 4 )  2400 .

120
O,

if 2400 ^  (3 0 x 2  + 15xg + 5 x ^ )  < 2520 

if  (3 0 x 2  + 15xg  + 5 x ^ )  > 2520

1, if (5xj + 5x2 + 20Xg + 5x4 ) ^  2400
( 5 x ] + 5 x ^ + 20x 3 + 5x 4 ) 2400

320
0,

1,

,if 2400 < (5x j  +  5 x 2  +  20x g  +  5 x 4 ) < 2720 

if (5x j + 5x2  + 20xg + 5x 4 ) > 2720

if (5x j + 5 x 2  + 5 x g  + 1 5 x 4 ) < 2400

240
0,

if 2400 < (5 x j  + 5 x 2  + 5 x ^  + 1 5 x 4 ) < 2640 

if (5 x j  + 5 x 2  + 5 x g  + 1 5 x 4 ) > 2640

1, if (20xj + 5 x 2  +IOX2) ^  2400
(20xi +5x?+10x-})-2400 

1---------5----------------- -,if 2400 ^  (20x, + 5x 9 + 10xo) 5  2580ISO v 1 2 y
0, if (20xj + 5x2 + lOxg) > 2580
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Step 4: The solution to the following crisp LP is carried out:

max cx 

subject to

(Ax), ,< b, 

x > 0

i =  l. 2 ...... 7

Let x° be the solution and z° = cx°be the optimal value.

Therefore, the solution to the crisp LP problem of Step 1 is as follows:

x°= (50.667 38.1667 50 101).

the optimal value is z° = 11 873.33

Step 5: The following crisp LP is solved with the constraint tolerances

max cx 

subject to

(Ax), < b, +t,

t ,> 0  

x  > 0

i =  1. 2 ...... 7

Let x 1 be the solution and z1 = cx 1 be the optimal value.

The formulation of the crisp LP with the constraint tolerances will be as follows:

Objective function: maximize profit z = 80xj + 60 x , + 5 0 x 3 + 30x 

subject to the constraints

Constraint-1” (for resource A): 20xj + 1 Ox, + 10x3 + 5 x 4 < 2520
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Constraint-2” (for resource B): 5xj + 10x2 + 5x 3 + 15x4 < 2640

Constraint-3” (for resource C): 10xj + 5 x 9 + 10x3 + 10x4 < 2580

Constraint-4” (for resource D): Oxj + 3 0 x , + 15x3 + 5 x 4 < 2520

Constraint-5” (for resource E): 5x, + 5 x 0 + 2 0 x 3 + 5 x 4 < 2720

Constraint-6” (for resource F): 5xj + 5 x 2 + 5x 3 + 15x4 < 2640

Constraint-7” (for resource G): 20xj + 5 x 2 + 10x3 + 0 x 4 < 2580

Constraint-8 (demand for product R): x, < 70

Constraint-9 (demand for product S): \  , < 70

Constraint-10 (demand for product T ): x 3 < 70

Constraint-11 (demand for product U): x 4 < 70 . and

Non-negativity constraints: x ,. x ,.  x3. x,  > 0  

The solution is:

x 1 = (5 2 .2 6 6 7  39.7667 50 115.4) 

and the optimal value is: z 1 = 12 529.33

Note that the LP constraints in Step 4 are contained in the LP constraints in Step 5, thus it 
is clear that the following relation is trivial:

Simulating Theory-of-Constraint Problem 319
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z 1 = cx1 > z° = cx°

Step 6: The following membership function is defined to represent the degree o f  optimality 
o f the solution:

1-

1,

z '-cx  

z'-z° ’ 
0,

if  cx > z 1

if z° < cx < z 1 

if  cx < z°

As discussed above, the membership function representing the degree of the optimality of 
the solution is as follows:

K,(*)

1, if  (80xj + 60x2 +  50xg +  30 x ^) > 12 529.33

12 529.33-(80x^ + 60x2 + ^ '  , + 3 0 x ^ )

656
0.

, i f  11873.33 < (80x^ + 60x2 + 50xg + 30x^) < 12 529.33 

if  (80xj +  60x2 +  5Ox^ +  30x^) < 11 873.33

Steps 7 & 8: So fa r  we have introduced 8 (eight) membership functions as follows:

• M-0(x) represents the degree of optimality of the solution

• M-[(x) ... M-7(x), each represents the degree of satisfaction for constraints (1) to (7)

The main aim is to maximize the value of all of these membership functions. In reality, 
since such aim is never possible to be achieved, a compromise is required. Since all of
these membership functions are non-dimensional, one can apply the max-min method for
the compromise.

Thus the problem is formulated as follows: 

max min (x), ^  (x)..... |a/x)}
x>0

or, equivalently the compromise linear programming problem

max a  

subject to
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M-0(x) ^ a
|a.(x) > a , i = 1,2..... 7

a  e [0,1] 

x > 0

Step 9: The solution to the equivalent compromise linear programming problem results in 
some algebraic manipulations.

max a  

subject to

cx S z1 -  (1 -  a)(z* -  z°)

(Ax). > b. + (1 -  a)t., i = 1, 2..... 7

a  e [0,1] 

x > 0

After some algebraic manipulation, we get the following linear programming problem:

max a  

subject to

80 + 60^2 + 50^3 + 3 0 ^  >12 529.33 - 656(1 - a) or 80^ + 6 0 ^  + 5 0 ^  + 3 0 ^  - 656a >11873.33

20^ + 10x 2 + 10^3 + 5xl < 2400 + (1 - a)t j or 20x̂  + 10x 2 +10^ + 5x  ̂ + 120a < 2520 

5x̂  + 10x 2 + 5^2 + 15^  < 2400 + (1 - a)t or 5^  + 10x 2 + jx^ + ITit j + 240a < 2640 

10xj + 5x 2 + 1 Ox  ̂ + 10x^ < 2400 + (1 - a )tg  or 10xj + 5x 2 + lOx^ + 10x^ + 180a < 2580 

0x̂  + 30x2 + 15^ + 5x^ < 2400 + (1 - a)t ̂  or 0^j + 30x2 +15^ + 5x^ +120a < 2520

5xj + 5xg + 20xj + 5x^ < 2400 + (1 - a )tg  or 5xj + 5xg + 20xj + 5x^ + 320a < 2720

5xj + 5xg + 5^3 + 15^ < 2400 + (1 - a)tg or 5 ^  + 5xg + 5-srg + 15^  + 240a < 2640

2 0 ^  + 5x 2 + 10x, + 0xA < 2400 + (1 - a ) t 7 or 20xl + 5 x 2 + 10x3 + 0xA + 180a < 2580

a < 70

x2 < 70
x, < 7 0

x4 <  70 , and
the non-negativity constraints: xx, x2, x3, x4 > 0
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The results of TOC problem using CLPFR model, obtained with the aid of the WinQSB® 
software, are tabulated in Table 4.
Table 4 is converted into Table 5 showing optimal combination of products to be pro­
duced.

From the definitions of |i0, (J.,......M-7for the optimal solution, the following values are ob­
tained:

Ho (x) = n 0 (51.4667,38.9667,50,108.2000) = 0.5000 

H! (x) = m (51.4667,38.9667,50,108.2000) = 0.5000 
H2(x) = n 2 (51.4667,38.9667,50,108.2000) =0.5000 

H3(x) = n 3 (51.4667,38.9667,50,108.2000) =1 

(x4 (x) = m  (51.4667,38.9667,50,108.2000) =0.5000 

H5 (x) = |x5 (51.4667,38.9667,50,108.2000) = 1 

H6 (x) = n 6 (51.4667,38.9667,50,108.2000) = 1 

H7 (x) = \i7 (51.4667,38.9667,50,108.2000) = 1

Let us now examine and discuss on each of the value for M-0, M-j, •••, |J.7and a.

Discussions on jlic

The value of the optimal solution with no tolerance in constraints is z°= 11873.33. From 
the definition of |a0, the value of z°= 11873.33 corresponds to the value 0. The value of 
the optimal solution using maximum tolerance in each of the first seven constraints is z1 = 
12529.33. From the definition of |aQ, the value of z1 = 12529.33 corresponds to the value 1. 
Thus, the optimal value of the TOC objective function is:

80(51.4667) + 60(38.9667) + 50(50) + 30(108.2000) = 12201.34

By linear interpolation, this optimal value corresponds to the degree of optimality of the 
solution, |j . , which is equal to 0.5000.

Discussions on jli3

When the usage of resource A is less than, or equal to the current capacity, that is, 2,400 
hours, no tolerance for resource A is required. This situation corresponds to (j. = 1. This
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Table 4. Solutions from  WinOSB® software

Decision variables Solution values

1 X, 51.4667

2 v, 38.9667

3 X3 50.0000

4 x( 108.2000

5 a 0.5000

Table 5. The optimal combination o f  products

Products Quantity to be produced

R 51.4667

S 38.9667

T 50

U 108.2000

implies that there is no violation of the boundary situations for the original constraint of 
availability of resource A.

Let us discuss another case when the usage of resource A is greater than, or equal to the 
capacity having maximum tolerance, that is, 2,520 hours. This situation corresponds to j.t[ 
= 0 indicating maximum violation of the boundary situations for the original constraint of 
availability of resource A.

The optimal solution for the usage level o f resource A is:

20xj + 10x2 + 10x3 + 5x 4 = 2460.00.

By linear interpolation this value corresponds to the degree of satisfaction of the constraint 
for resource A.

Discussions on jli2

When the usage of resource B is less than, or equal to the current capacity, that is, 2,400 
hours, no tolerance for this resource is warranted. This situation corresponds to |x,= 1. This
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indicates no violation of the boundary conditions for the original constraint of availability 
of resource B.

When the usage of resource B is greater than, or equal to the capacity having maximum 
tolerance, that is, 2,640 hours, the situation corresponds to \i., = 0. This situation indicates 
maximum violation of the boundary conditions for the original constraint of availability 
of resource B.

Since the optimal solution for the usage level of resource B is:

5xj + 10x2 + 5x 3 + 15x 4 = 2520.00.

then, by linear interpolation, it is found that this value corresponds to the degree of satisfac­
tion of the constraint for resource B, (j. = 0.5000.

Discussions on |i.

Let us discuss on the first boundary condition. The usage of resource C is less than, or equal 
to the current capacity, that is, 2,400 hours. It indicates that no tolerance for resource C is 
warranted and the situation corresponds to \i,=  1. It is to be noted that for this condition no 
violation of the boundary conditions for the original constraint of availability of resource 
C is present.

For the second boundary condition, the usage of resource C is greater than, or equal to the 
capacity having maximum tolerance, that is, 2,580 hours. This situation corresponds to m 
= 0. This is an indication of maximum violation of the boundary conditions for the original 
constraint o f availability of resource C.

The usage level of resource C in the optimal solution is:

10xj + 5x2 + 10x3 + 10x4 = 2291.50-

Therefore, from the definition of |xr  we get (x, = 1. that is, no violation in the usage level 
of resource C.

Discussions on |.i4

The first boundary condition for the usage of resource D is less than, or equal to the current 
capacity, that is, 2,400 hours. This condition indicates that no tolerance for resource D is 
warranted. This situation corresponds to |x4= 1, which implies no violation of the boundary 
conditions for the original constraint o f availability of resource D.

The second boundary condition teaches that the usage of resource D is greater than, or equal 
to the capacity having maximum tolerance, that is, 2,520 hours. Simulating within this
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boundary values, |u4 = 0 is obtained. The resulted value indicates maximum violation of the 
boundary conditions for the original constraint of availability of resource D.

The usage level of resource D in the optimal solution is:

Oxj + 30x 2 + 15x 3 + 5x 4 = 2460.00

Using linear interpolation technique it is found that this value corresponds to the degree of 
satisfaction of the constraint for resource D as |a4= 0.5000

Discussions on j.i,

If the usage of resource E is less than, or equal to the current capacity, that is, 2,400 hours, 
then no tolerance for resource E is required. This situation corresponds to |a5 = 1. The value 
of |.i, indicates no violation of the boundary conditions for the original constraint of avail­
ability of resource E.

If the usage of resource E is greater than, or equal to the capacity having maximum toler­
ance, that is, 2,720 hours, then this situation corresponds to |a5 =0. This value of |a5 implies 
maximum violation of the boundary conditions for the original constraint of availability 
of resource E.

The usage level of resource E in the optimal solution is:

5xt + 5x2 + 20x3 + 5x4 = 1993.167.

From the definition of |a5, we get |J-5 = 1, that is, no violation of the boundary conditions in 
the usage constraint of resource E.

Discussions on jli(i

For the usage constraint o f resource F, if the same is less than, or equal to the current capacity, 
that is, 2,400 hours, then no tolerance for this resource warranted. The corresponding value 
for (j.6 under this situation is equal to 1. This value restricts any violation of the boundary 
conditions for the original constraint o f availability of resource F.

If the usage constraint of resource F is greater than, or equal to the capacity having maxi­
mum tolerance, that is, 2,720 hours, then this situation corresponds to the value |a6 =0. This 
validates the situation of maximum violation of the boundary conditions for the original 
constraint o f availability of resource F.

The usage level of resource F in the optimal solution is:

5 x t + 5 x 2 + 5 x 3 + 15x4 = 2325.167-
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Therefore, from the definition of (j... we get M-6= l, tliat is, no violation of the boundary 
conditions in the usage constraint of resource F.

Discussions on |.i7

The first boundary condition binds the usage of resource G within less than, or equal to the 
current capacity, that is, 2,400 hours. This implies that no tolerance forresource G is required. 
This situation corresponds to |a7= 1, indicating no violation of the boundary conditions for 
the original constraint of availability of resource G.

The second boundary condition for the usage of resource G is greater than, or equal to the 
capacity with maximum tolerance, that is, 2,580 hours. This condition corresponds to |a7 = 
0. This value of |a7 indicates maximum violation of the boundary conditions for the original 
constraint o f availability of resource G.

It is to be noted that the usage level o f resource G in the optimal solution is:

20xj + 5x 2 + 10x3 + 0x4 = 1724.168.

Using the definition of |a7, one gets |j.7= 1, that is, no violation of the boundary conditions 
in the usage constraint o f resource G.

Discussions on a

For the TOC problem having fuzzy constraints, the chief aim is to achieve the following 
two goals:

• to achieve the maximum throughput, if  necessary, by exploiting the use of all the 
constraints tolerance available; and at the same time

• to maintain to the level o f resource usage such that no single constraint is violated.

Such an aim is not achievable often, and therefore, a compromise is required to achieve 
these two goals. This compromise is made with the application of max-min principle to the 
following two parameters:

• the degree of optimality o f the solution, represented by the membership function |a0. 
and

• the degree of satisfaction of constraints for resources A  to G, represented by the 
membership functions (.1, , (.i,, |ay respectively.
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In Step 7 of the algorithm, the problem formulated is to maximize the value of a  = min { jj,... 
|j.j, .... |a7}. From the previous discussions on the values of |x0, ^ , p.,, |j.7, it is clear why 
one obtains a  = 0.5000 in the optimal solution. The value of a  indicates that the values of 
the degree of optimality of the solution, and the degree of satisfaction of the constraints for 
resources A to G will not be less than 0.5000.

Simulations Using MATLAB®

Another simulation phase of the algorithm with MATLAB® software is described under this 
heading. This simulation is carried out with an aim to sense the degree of fuzziness of the 
solution and the level-of-satisfaction of the decision maker (DM). Degree of fuzziness gets 
induced in the set of solutions due to imprecision of the tolerance values of the CLPRF algo­
rithm. Induction of fuzziness in the solution will affect the level-of-satisfaction of the DM. 
This level-of-satisfaction is one kind of human “emotion” of the decision makers, which is 
guided by many factors while making a decision. Moreover, the degree of fuzziness and the 
level-of-satisfaction of the DM are not tangible quantities. Therefore, sensitivity simulation 
using a suitable and flexible membership function is the only solution to grab the emotion 
of DM as well as the degree of fuzziness present in the solution of CLPFR algorithm. Let 
us now begin with formulating a suitable membership function so as to simulate the sensi­
tiveness of the solution found using the CLPFR algorithm.

In order to solve the issue of degeneration, in fuzzy problems, Leberling (1981) employed 
a non-linear logistic function, for example a tangent hyperbola that has asymptotes at 1 and 
0. The logistic membership function lias similar shape as that of tangent hyperbolic function 
employed by Leberling (1981) but it is more flexible than that of the tangent hyperbola of 
Leberling (1981). It should be emphasized that some non-linear MFs such as .S’-curve MFs 
are desirable for use in real life product mix decision problems than that o f linear MFs 
(Vasant, 2004).

The generalised logistic function (Leberling, 1981) is given by:

f i x )  =
B

1 + Cegx

where B  and C  are scalar constants and y ,  0 < y  <  oo, is a fuzzy parameter measuring the 
degree of vagueness, wherein y  = 0 indicates crisp.

The generalized logistic MF (Bhattacharya & Vasant, 2006; Vasant, 2004) is defined as:

/ ( * )  =
B

1 + Ce9' 
0

X  <  Xr

X >  X,V

xL < x < x u
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The 5-curve MF is a particular case of the logistic function. The said 5-curve MF has got 
specific values of B, C and y. The logistic MF is re-defined as 0.001 < (j.(x) < 0.999. In real- 
life problems, the physical capacity requirement cannot be 100%. Thus, the range 0.001 < 
p.(x) < 0.999 is selected. At the same time, the capacity requirement cannot be 0% (Bhat­
tacharya & Vasant, 2006; Vasant, 2004; Bitran, 1980).

H(x) =

'
0.999

B
1 + Ce9* 
0.001 

0

x  < x  

x  = x"

X a < X < x ‘

x= xb
X  > A

In this simulation procedure the relationship between the degree of possibility, |a, and 
the level-of-satisfaction, cp, is |x = (1  -  cp). Rule-based codes have been generated using 
MATLAB®’s M-file for simulating the sensitiveness of the solution found using the CLPFR 
algorithm. These codes help a decision maker to vary the values of the coefficient a  in the 
interval (0,1). Thus, the DM is able to have the optimal throughput (Z) for a particular value 
of level-of-satisfaction (cp) and degree of fuzziness (y). Table 6 illustrates throughput (Z) 
simulation data at disparate degree of fuzziness (y) and level-of-satisfaction (cp) of the DM. 
It is observed from Table 6 that the characteristics plot simulating a relationship among all 
these three parameters will behave as a monotonically increasing function.

In the first row, second column of Table 6, there are two inputs and one output data. The inputs 
are y = 3 and |x = 0.10 and the corresponding output is Z = US$11908. As the |x increases 
the Z values decrease for any particular y value. This indicates that decrease in level-of- 
satisfaction (cp) results in decrease in the profits. The first row indicates that the fuzziness
dominates for a very poor level-of-satisfaction of the decision maker because at poor level 
of satisfaction, higher degree of fuzziness gets associated with the output itself.

Figure ¿'is a surface and contour simulation illustrating the behavioural patterns of Z-values
with respect to the degree of possibility (|x) at disparate degree of fussiness (y). It is to be 
noted that the higher the level of satisfaction values (cp), the lesser will be the dominance 
of the degree of vagueness (y). Thus higher level of outcome of decision variable for a 
particular level-of-satisfaction point results in a lesser degree of fuzziness inherent in the 
said decision variable.

Figure Jdepicts a 2-D contour simulation illustrating relationship between level-of-satisfac­
tion (|x) and degree of fuzziness (y). Lower |x values indicate higher level-of-satisfaction 
(cp) of the decision made and the corresponding degree of fuzziness (y) will be low. This is 
because of the relationship |x = (1  -  cp).
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Figure 4 illustrates a 2-D contour simulation depicting characteristics showing the rela­
tionship between the throughput (Z) and the degree of possibility (|a). Figure 5 simulates 
relationship between the throughput (Z) and the degree of fuzziness (y). From all these 
simulations it is evident that the decision with the proposed CLPFR methodology is to be 
made with higher level-of-satisfaction with lesser degree of fuzziness. The characteristic 
simulations guide a DM in deciding his/her level-of-satisfaction with an allowable degree 
of fuzziness of the decision made.

Conclusion

It has been found from the CLPFR model that the throughput of the product mix problem 
under TOC is US$12,201.34. Hsu & Chung (1998) used dominance rule technique and their 
throughput was US$11,873 whereas Onwubolu andMutingi (2001) tackled the same problem 
with a throughput of US$11,860. The TOC heuristic results in a throughput of US$14,100. 
TOC solution is not free from bottleneck and multiple constraint resources exist. Therefore, 
the previous solutions to the product mix problem of Hsu and Chung (1998) were not optimal. 
Bhattacharya and Vasant (2006), and Bhattacharya, Vasant, Sarkar, and Mukheijee (2006) 
tried to solve Hsu and Chung’s (1998) product mix problem using a modified S-curve MF. 
which resulted in a robust solution. But their throughput was comparatively less than the 
solution presented in this chapter. Table 7 elucidates a thorough comparison among all the 
solutions of the Hsu and Chung’s (1998) product mix problem.

The proposed CLPFR model finds out a robust optimal solution to the Hsuand Chung’s (1998) 
product mix problem. The fuzzy plots simulate D M ’s preferences in selecting his/her choice 
of level-of-satisfaction as per a predetermined degree of fuzziness while making the product 
mix decision. Further extension of the CLPFR model simulating with a suitably designed 
smooth logistic membership function (which is o f course a more realistic assumption) may 
increase throughput trading off suitably among decision variables and other constraints.
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Table 6. Throughput (Z) simulation at disparate fuzziness (y) and level-of-satisfaction (§) 
o f  the D M

z 1-1=1- ']>
y 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

3.0 11908 11889 11883 11880 11877 11876 11875 11874 11874
3.4 11918 11894 11886 11882 11879 11877 11876 11875 11874
3.8 11931 11901 11890 11884 11881 11878 11877 11875 11874
4.2 11946 1.1910 1.1912 0.0596 0.0403 0.0271 0.0176 0.0103 0.0046
4.6 0.3675 0.1923 0.1198 0.0798 0.0544 0.0368 0.0239 0.0140 0.0062
5.0 0.4498 0.2469 0.1575 0.1064 0.0732 0.0499 0.0326 0.0192 0.0086
5.4 0.5391 0.3118 0.2046 0.1408 0.0982 0.0675 0.0444 0.0264 0.0118
5.8 0.6323 0.3859 0.2617 0.1843 0.1306 0.0910 0.0605 0.0362 0.0164
6.2 0.7264 0.4671 0.3283 0.2373 0.1717 0.1217 0.0820 0.0496 0.0227
6.6 0.8186 0.5529 0.4027 0.2995 0.2220 0.1606 0.1102 0.0678 0.0314
7.0 0.9073 0.6403 0.4826 0.3697 0.2813 0.2084 0.1462 0.0918 0.0434
7.4 0.9912 0.7269 0.5655 0.4458 0.3485 0.2651 0.1908 0.1230 0.0596
7.8 1.0697 0.8110 0.6489 0.5253 0.4216 0.3294 0.2440 0.1621 0.0813
8.2 1.1427 0.8912 0.7307 0.6057 0.4982 0.3997 0.3049 0.2096 0.1095
8.6 1.2103 0.9670 0.8096 0.6851 0.5760 0.4736 0.3718 0.2649 0.1452
9.0 1.2729 1.0380 0.8848 0.7622 0.6532 0.5490 0.4427 0.3268 0.1887
9.4 1.3308 1.1043 0.9557 0.8358 0.7282 0.6239 0.5154 0.3935 0.2398
9.8 1.3843 1.1660 1.0222 0.9056 0.8002 0.6970 0.5882 0.4628 0.2973

10.2 1.4339 1.2235 1.0845 0.9714 0.8687 0.7674 0.6594 0.5329 0.3595
10.6 1.4799 1.2770 1.1428 1.0332 0.9334 0.8345 0.7283 0.6022 0.4246
11.0 1.5226 1.3269 1.1972 1.0911 0.9943 0.8980 0.7942 0.6698 0.4908
11.4 1.5625 1.3734 1.2480 1.1454 1.0515 0.9580 0.8568 0.7348 0.5566
11.8 1.5996 1.4169 1.2956 1.1963 1.1053 1.0145 0.9161 0.7969 0.6210
12.2 1.6344 1.4576 1.3401 1.2439 1.1558 1.0677 0.9721 0.8559 0.6833
12.6 1.6670 1.4957 1.3820 1.2887 1.2032 1.1178 1.0249 0.9119 0.7430
13.0 1.6976 1.5316 1.4212 1.3308 1.2479 1.1650 1.0747 0.9648 0.8000
13.4 1.7263 1.5653 1.4582 1.3705 1.2900 1.2095 1.1218 1.0149 0.8543
13.8 1.7534 1.5970 1.4931 1.4078 1.3296 1.2514 1.1662 1.0622 0.9058
14.2 1.7790 1.6270 1.5259 1.4431 1.3671 1.2910 1.2082 1.1070 0.9547
14.6 1.8032 1.6553 1.5571 1.4765 1.4025 1.3285 1.2479 1.1495 1.0011
15.0 1.8261 1.6822 1.5865 1.5081 1.4361 1.3641 1.2855 1.1897 1.0452
15.4 1.8478 1.7076 1.6144 1.5380 1.4679 1.3977 1.3213 1.2279 1.0870
15.8 1.8684 1.7318 1.6409 1.5665 1.4981 1.4297 1.3552 1.2641 1.1268
16.2 1.8880 1.7547 1.6661 1.5935 1.5268 1.4601 1.3874 1.2986 1.1646
16.6 1.9066 1.7766 1.6901 1.6192 1.5542 1.4891 1.4181 1.3314 1.2006
17.0 1.9244 1.7974 1.7130 1.6438 1.5802 1.5167 1.4474 1.3627 1.2350
17.4 1.9414 1.8173 1.7348 1.6672 1.6051 1.5430 1.4753 1.3926 1.2678
17.8 1.9576 1.8363 1.7556 1.6895 1.6288 1.5681 1.5019 1.4211 1.2991
18.2 1.9730 1.8544 1.7756 1.7109 1.6515 1.5922 1.5274 1.4484 1.3290
18.6 1.9878 1.8718 1.7946 1.7313 1.6733 1.6152 1.5518 1.4745 1.3577
19.0 2.0020 1.8884 1.8129 1.7509 1.6941 1.6372 1.5752 1.4995 1.3851
19.4 2.0156 1.9044 1.8304 1.7697 1.7140 1.6583 1.5976 1.5234 1.4115
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Table 6. continued

z |x = 1 -  4>
y 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

19.8 2.0287 1.9197 1.8472 1.7877 1.7332 1.6786 1.6191 1.5464 1.4367
20.2 2.0412 1.9344 1.8633 1.8050 1.7516 1.6981 1.6397 1.5685 1.4610
20.6 2.0533 1.9485 1.8788 1.8217 1.7693 1.7168 1.6596 1.5897 1.4843
21.0 2.0649 1.9621 1.8937 1.8377 1.7863 1.7348 1.6787 1.6102 1.5067
21.4 2.0760 1.9751 1.9081 1.8531 1.8026 1.7521 1.6971 1.6298 1.5283
21.8 2.0868 1.9877 1.9219 1.8679 1.8184 1.7688 1.7148 1.6487 1.5491
22.2 2.0971 1.9999 1.9352 1.8822 1.8336 1.7849 1.7318 1.6670 1.5692
22.6 2.1071 2.0116 1.9481 1.8960 1.8482 1.8004 1.7483 1.6846 1.5885
23.0 2.1168 2.0229 1.9605 1.9094 1.8624 1.8154 1.7642 1.7016 1.6072
23.4 2.1261 2.0338 1.9725 1.9222 1.8761 1.8299 1.7795 1.7180 1.6252
23.8 2.1351 2.0444 1.9841 1.9346 1.8893 1.8439 1.7943 1.7339 1.6426
24.2 2.1438 2.0546 1.9953 1.9467 1.9020 1.8574 1.8087 1.7492 1.6595
24.6 2.1522 2.0645 2.0061 1.9583 1.9144 1.8705 1.8226 1.7641 1.6758
25.0 2.1604 2.0740 2.0166 1.9696 1.9263 1.8831 1.8360 1.7784 1.6915
25.4 2.1683 2.0833 2.0268 1.9805 1.9379 1.8954 1.8490 1.7923 1.7068
25.8 2.1759 2.0923 2.0366 1.9910 1.9492 1.9073 1.8616 1.8058 1.7216
26.2 2.1834 2.1010 2.0462 2.0013 1.9600 1.9188 1.8738 1.8189 1.7360
26.6 2.1906 2.1094 2.0554 2.0112 1.9706 1.9300 1.8857 1.8316 1.7499
27.0 2.1975 2.1176 2.0644 2.0208 1.9808 1.9408 1.8972 1.8439 1.7634
27.4 2.2043 2.1255 2.0731 2.0302 1.9908 1.9513 1.9083 1.8558 1.7765
27.8 2.2109 2.1332 2.0816 2.0393 2.0004 1.9616 1.9192 1.8674 1.7893
28.2 2.2173 2.1407 2.0898 2.0481 2.0098 1.9715 1.9297 1.8787 1.8016
28.6 2.2235 2.1480 2.0978 2.0567 2.0189 1.9811 1.9399 1.8896 1.8137
29.0 2.2296 2.1551 2.1056 2.0650 2.0278 1.9905 1.9499 1.9003 1.8254
29.4 2.2354 2.1620 2.1132 2.0732 2.0364 1.9997 1.9596 1.9106 1.8368
29.8 2.2412 2.1687 2.1205 2.0811 2.0448 2.0086 1.9690 1.9207 1.8478
30.2 2.2467 2.1752 2.1277 2.0888 2.0530 2.0172 1.9782 1.9305 1.8586
30.6 2.2522 2.1816 2.1347 2.0962 2.0609 2.0256 1.9871 1.9401 1.8691
31.0 2.2574 2.1878 2.1415 2.1035 2.0687 2.0338 1.9958 1.9494 1.8793
31.4 2.2626 2.1938 2.1481 2.1107 2.0763 2.0418 2.0043 1.9585 1.8893
31.8 2.2676 2.1997 2.1546 2.1176 2.0836 2.0496 2.0126 1.9673 1.8990
32.2 2.2725 2.2055 2.1609 2.1244 2.0908 2.0572 2.0207 1.9760 1.9085
32.6 2.2773 2.2111 2.1670 2.1309 2.0978 2.0647 2.0285 1.9844 1.9177
33.0 2.2820 2.2165 2.1730 2.1374 2.1046 2.0719 2.0362 1.9926 1.9268
33.4 2.2865 2.2219 2.1789 2.1437 2.1113 2.0790 2.0437 2.0006 1.9356
33.8 2.2909 2.2271 2.1846 2.1498 2.1178 2.0859 2.0510 2.0084 1.9442
34.2 2.2953 2.2322 2.1902 2.1558 2.1242 2.0926 2.0581 2.0161 1.9526
34.6 2.2995 2.2371 2.1956 2.1616 2.1304 2.0992 2.0651 2.0235 1.9608
35.0 2.3037 2.2420 2.2010 2.1673 2.1365 2.1056 2.0719 2.0308 1.9688
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Figure 2.. I surface and contour plot simulating the behavioural patterns of/-values (using 
S-cun-e \ll'i with respect to the degree o f  possibility (\1> at disparate fussiness (y)

Figure 3. A  2-D contour simulation depicting relationship between the level-of-satisfaction 
([i) and the degree o f  fuzziness (y) o f  the decision made
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Figure 4. A  2-D contour characteristics simulation depicting relationship between the 
throughput (Z) and the degree o f  possibility ([i)

x  10 '

M

Figure 5. A  2-D contour characteristics simulation showing relationship between the 
throughput (Z) and the degree o f  fuzziness (y)
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Problem No. of TOC LP Dominance GA FLP solution CLPFR
Resources solution solution rule solution (Bhattacharya solution

solution (Onwubolu & Vasant.
(Hsu & & Mutingi, 2006)
Chung. 2001)
1998)

Hsu & 7 14100 —- 11873 11860 11873 12201.34
Chung
(1998)______________________________________________________________________________________

References

Balakrishnan. J.. & Cheng, C.H. (2000). Theory of constraints and linear programming: A 
re-examination. International Journal o f  Production Research, 38(6), 1459-1463.

Bhattacharya, A., & Vasant, P. (2006). Soft-sensing of level o f satisfaction in TOC prod- 
uct-mix decision heuristic using robust fuzzy-LP. European Journal o f  Operational 
Research, 777(1), 55-70.

Bhattacharya, A., Vasant, P., Sarkar, B„ & Mukheijee, S.K. (2006). Afully fuzzified, intel­
ligent theory -of-constraints product-mix decision. International Journal ofProduction 
Research. Available online on November 17.

Bitran, G.R. (1980). Linear multiple objective problems with interval coefficients. Manage­
ment Science, 26,694-706.

Coman, A., & Ronen. B. (2000). Production outsourcing: A linear programming model 
for the theory-of-constraints. International Journal o f  Production Research, 38(7), 
1631-1639. ’

F inch B.J., & Luebbe, R.L. (2000). Response to ‘Theory of constraints and linear pro­
gramming: A re-examination.’ International Journal o f  Production Research, 38(6), 
1465-1466.

Fishwick, P.A. (1992). An integrated approach to system modeling using a synthesis of 
artificial intelligence, software engineering, and simulation methodologies. A C M
Transactions on Modeling and Computer Simulation, 2(4), 1-27.

Fishwick, P.A., & Zeigler, B .P (1992). Amultimodel methodology for qualitative model en­
gineering. AC M  Transactions on Modeling and Computer Simulation, 2(1), 52-81.

Fishwick, P.A., Narayana, N„ Sticklen, J„ & Bonarini, A. (1994). Amultimodel approach 
to reasoning and simulation. IEEE Transactions on Systems, Man, and Cybernetics. 
24(10), 1433-1449.

Frantz, F.K. (1996). M odel abstraction techniques (Rome Laboratory Tech. Rep.). Rome. 
New York: IFSB, Air Force Research Laboratory.

Frantz, F.K. (2006). A taxonomy o f  model abstraction techniques. Retrieved January 30. 
2006, from http://www.rl.af.mil/tecli/papers/ModSiin/ModAb.html

Copyright © 2008, IGI Global. Copying or distributing in print or electronic forms without written permission
of IGI Global is prohibited.

http://www.rl.af.mil/tech/papers/ModSim/ModAb.html


Simulating Theory-of-Constraint Problem 335

Hsu, T.-C., & Chung, S.-H. (1998). The TOC-based algorithm for solving product mix 
problems. Production Planning and Control, 9, 36-46.

Leberling, H. ( 1981 ). On finding compromise solutions in multi-criteria problems using the 
fuzzy min operator. Fuzzy Sets and Systems, 6, 105-118.

Lee, T.N., &Plenert, G. (1993). Optimizing theory of constraints when new product alterna­
tives exist. Production and Inventory Management Journal, 34(3), 51-57.

Luebbe, R., & Finch, B. (1992). Theory of constraints and linear programming: A compari­
son. International Journal o f  Production Research, 30(6), 1471-1478.

Maday, C.J. (1994). Proper use of constraint management. Production and Inventory M an­
agement Journal, 35(1), 84.

Miller, D., Firby, J., Fishwick, P., Franke, D., & Rothenberg, J. (1992). AI: What simula- 
tionists need to know. AC M  Transactions on Modeling and Computer Simulation. 
2(4), 269-284.

Nayak, P. (1992). Causal approximations. InProceedings o f  the Tenth National Conference 
on Artificial Intelligence (pp. 703-709). Cambridge, MA: AAAUMIT Press.

Onwubolu, G.C. (2001). Tabu search-based algorithm for the TOC product mix decision.
International Journal o f  Production Research, 39(10), 2065-2076.

Onwubolu, G.C., & Mutingi, M. (2001). A genetic algorithm approach to the theory of 
constraints product mix problems. Production Planning and Control, 12( 1), 21-27.

Peterm an, M. (2006). Sim ulation Nation: Process sim ulation is key in a lean 
manufacturing company hungering fo r  big results. Retrieved January 30,2006, from 
http://www.qualitydigest.com/may01/html/simulation.html

Plenert, G. (1993). Optimizing theory of constraints when multiple constrained resources 
exist. European Journal o f  Operational Research, 70, 126-133

Posnack, A.J. (1994). Theory of constraints: Improper applications yield improper conclu­
sions. Production and Inventory Management Journal, 35(1), 85-86.

Sisti, A.F., & Farr, S.D. (2006). Modeling and simulation enabling technologies fo r  military 
applications. Retrieved January 30,2006, from http://www.rl.af.mil/tech/papers/Mod- 
Sim/mil001.html

Souren, R„ Alin, H., & Schmitz, C. (2005). Optimal product mix decisions based on the 
theory of constraints? Exposing rarely emphasized premises of throughput accounting.
International Journal o f  Production Research, 43(2), 361-374.

Susanto, S., Vasant, P., Bhattacharya, A., & Kahraman, C. (2006). Product-mix decision 
with compromise LP having fuzzy objective function coefficients (CLPFOFC). In D. 
Ruan, P. D ’hondt, PF. Fantoni, M.D. Cock, M. Nachtegael, & E.E. Kerre (Eds.), The 
7th International FLINS Conference on Applied Artificial Intelligence (pp. 315-320). 
Genova: World Scientific Publishing Company, Imperial College Press.

Susanto, S., Bhattacharya, A., Vasant, P., & Suryadi, D„ (2006). Optimising product-mix 
with compromise linear programming having fuzzy resources (CLPFR). InY.-C. Liao.
& C.-T. Wu (Eds.), The 36"' International Conference on Computers and Industrial 
Engineering (pp. 1544-1555). Taipei: National Tsing Hua University.

Copyright © 2008, IGI Global. Copying or distributing in print or electronic forms without written permission
of IGI Global is prohibited.

http://www.qualitydigest.com/may01/html/simulation.html
http://www.rl.af.mil/tech/papers/Mod-


Vasant, P. (2003). Application of fuzzy linear programming in production planning. Fuzzy 
Optimization and Decision Making, 3, 229-241.

Vasant, P. (2004). Industrial productionplanningusing interactive fuzzy linearprogramming.
International Journal o f  Computational Intelligence and Applications, -/(1), 13-26.

Weld, D.S. (1992). Reasoning about model accuracy. Artificial Intelligence, 56(2-3), 255­
300.

336 Bhattacharya, Vasant, & Susanto

Copyright © 2008, IGI Global. Copying or distributing in print or electronic forms without written permission
of IGI Global is prohibited.



About the Contributors 443

A b o u t the C o n trib u to rs

EDITORS:

Asim Abdel Rahman El Sheikh is dean of information technology in the Arab Academy for 
Banking and Financial Sciences (AABFS). He supervised a number of theses in simulation 
and software engineering. He earned his PhD and MSc from London School o f Economics 
& Political Science, and his BSc from University of Khartoum. He was a researcher in the 
Computer-Aided Simulation Modelling (CASM) Research Group. He worked as program­
mer, system analyst & designer in many organizations. He has authored two books and many 
articles. His research interest areas include SW piracy, software outsourcing, simulation 
modeling, and SW engineering.

Evon M. Abu-Taieh is a PhD holder and assistant professor in the Arab Academy for Bank­
ing and Financial Sciences (AABFS). She is also assistant dean in the Information Systems 
College and director of the London School of Economics program in the AABFS. She earned 
her PhD from AABFS in 2005 in simulation. She received her master’s degree in computer 
science from Pacific Lutheran University, and her BSc from St. M artin’s College, both in 
Washington State, USA. She has published many research papers in many topics, such as 
GIS, RSA, neural networks, simulation and data mining in airline reservations. She was 
appointed in many conferences as reviewer, track chair, or track co-chair. Dr. Abu-Taieh 
worked in the field of computers for almost 17 years as system analyst, software engineer, 
and head of IT departments in many organizations: Mutah University, Ministry of Transport. 
Baccalaureate School.

Abid Al-Ajeeli received his BSc from University of London (Queen Mary College), MSc 
from University of Southampton, and PhD from University of Keele, UK. He worked in 
the oil industry for several years. Currently he is an associate professor in the College 
of Information Technology and the chairman of Information System Department at the 
University of Bahrain. His main research interests are software engineering, computerized 
manufacturing, and natural language processing.

Copyright © 2008, IGI Global. Copying or distributing in print or electronic forms without written permission
of IGI Global is prohibited.



444 About the Contributors

AUTHORS:

Abdullah Abdali Rashed is an assistant professor of information systems security. He holds 
a PhD and an MSc in computer information systems from the Arab Academy for Banking 
and Financial Sciences and a Bachelor of Science in computer science from the Applied 
Science University, Amman, Jordan. Dr. Abdali’s research interests include software piracy, 
cryptography, and computer programming languages. Priorto entering academia, he worked 
as a programmer and system analyst in Amman, Jordan.

Jeihan M. Auda Abu-Tayehwas bom  in 1978 as the youngest daughter to Mohammad 
Pasha Abu-Tayeh, the son of Sheikh Auda Abu-Tayeh. Raised in the badia region, she man­
aged to attend school at the Rosary School in Am m an and then she acquired her bachelor’s 
degree in pharmaceutical science and management from Al-Ahlyya Amman University. 
Furthermore, in 2002, she got her MBA with emphasis on “International Marketing & Ne­
gotiations Technique,” with a GPA of 3.87 out of 4 (Hons.) from Saint Martin’s College, in 
Washington State, USA. Currently, Abu-Tayeh is a head of the International Agencies & 
Commissions Division at the Jordanian Ministry of Planning and International Cooperation. 
In her capacity, she lias the opportunity to maintain sound cooperation relations with the 
World Bank Group, as well as the UN Agencies, in order to extend to Jordan financial and 
technical support for developmental proj ects through setting appropriate programs and plans, 
and building and improving relations with those organizations. This is achieved through 
loans and aid programs, by means of designing project proposals, and conducting problem 
& needs assessment for the concerned governmental and non-governmental Jordanian enti­
ties, followed by active participation in extensive evaluation processes, conducted by either 
the UN Country Team or the World Bank Group Country Team.

David Al-Dabass holds the chair of intelligent systems in the School of Computing & 
Informatics, Nottingham Trent University. He is a graduate of Imperial College, holds a 
PhD and has held post-doctoral and advanced research fellowships at the Control Systems 
Centre, UMIST. He is fellow of the IET, IMA and BCS and serves as editor-in-chief o f the 
International Journal o f  Simulation: Systems, Science and Technology, is chairman of the 
UK Simulation Society and Treasurer of the European Council for Modelling and Simulation. 
He lias authored or co-authored over 170 scientific publications in modelling and simulation. 
For more details see his Web site: http://ducati.doc.ntu.ac.uk/uksim/dad/webpage.litm.

Jens Alfredson is since 2001 a researcher at the Department of man-system-interaction. 
SwedishDefense ResearchAgency inLinkoping. He received anM Sc in industrial ergonom­
ics from Lulea University of Technology in 1995. He received a Licentiate of Technology 
in human-machine interaction from Linköping University of Technology in 2001. Since 
1999, he is certificated as an Authorized European Ergonomist (CREE). He has previously 
worked at Saab as a senior research engineer, developing and evaluating novel presentations 
for fighter aircraft displays.

Firas M. Alkhaldi is an assistant professor of knowledge management. He holds a BA and 
M A in applied economics from WMU, U.S., and a PhD in knowledge management from 
Huddersfield University, UK. He is a certified e-business consultant and a KM profes­
sional. He is the dean of scientific research at the Arab Academy for Banking and Financial
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Sciences and a professor in the Faculty of Information Systems and Technology, AABFS. 
His research interests are in knowledge conversion and transfer, organizational knowledge 
theory, knowledge culture, business process management, innovative work environment, 
and human and social implications of enterprise systems (ERP, CRM, and SCM). His work 
appears in a number of international journals and conferences

Torbjom Aim is head of the VR & Simulation Lab at the Division of Industrial Ergonom­
ics at Linköping University. He has a long industrial career with systems integration and 
cockpit design experience from the Swedish aerospace industry preceded by education and 
service as an officer in the Swedish Air Force. Later he entered the IT industry with focus 
on user interaction design. Retired from industry, he started his employment at Linköping 
University in 1996. In parallel he studied at the National Graduate School of Human-Machine 
Interaction and earned his PhD in early 2007.

Arijit Bhattacharya received a bachelor’s degree of mechanical engineering, a master’s 
degree in production engineering, and a PhD (engineering) degrees from Jadavpur University. 
Kolkata, India. Currently he is working as an examiner of patents & designs at the Patent 
Office, India. He was a senior research fellow at the Production Engineering Department 
of Jadavpur University. He served for a short period for construction and manufacturing 
sectors. His active engagement in research includes application of optimization techniques, 
multi-criteria decision-making theories in strategic management, operations research tech­
niques, soft computing techniques, theory of uncertainties, and industrial engineering. He 
has about 36 publications of his research works in various journals, conferences/symposia 
and book chapters. He was conferred with the best paper award for the year 2002-2003 
from the Indian Institution of Industrial Engineering. He is an Associate of the Institution of 
Engineers (India), member of the EURO Working Group on Multicriteria Aid for Decisions 
(EWG-MCDA), member of international society on MCDM, and member of the Industrial 
Applications Technical Committee of the IEEE Systems, M an & Cybernetics Society. He 
has served as anonymous reviewer for several international journals. He is actively engaged 
with the activities relating to commercialization of technology.

Peter Bollen received the MSc in industrial engineering and management science from 
Eindhoven University of Technology (The Netherlands) and a PhD in management in­
formation systems from Groningen University (The Netherlands). He is a senior lecturer 
in organization and strategy in the Faculty of Economics and Business Administration at 
Maastricht University (The Netherlands). His research interests include organizational en­
gineering, conceptual modeling, business rules and business process design and modeling, 
and business simulation.

Mario M. Freire is an associate professor at the Department of Informatics of the University 
of Beira Interior, Covilha, Portugal, where he is the head of the Department and the director 
of the MSc Programme in Informatics Engineering. He is also the leader of the Networks 
and Multimedia Computing Group at his department. His main research interests include 
optical Internet, high-speed networks, network security, and Web technologies and applica­
tions. He has been the editor of two books and lias authored or co-authored over 90 papers in 
international refereed journals and conferences. He is member of the EU 1ST FP6 Network 
of Excellence EuroNGI (Design and Engineering of the Next Generation Internet). He is or
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was a member of Technical Program Committee of several IEEE and IASTED conferences. 
He was the general chair of HSNMC 2003, co-chair of ECUMN 2004, program chair of 
ICN 2005, and TPC co-chair of ICIW 2006. He is a licensed professional engineer and he 
is a member of IEEE Computer Society and IEEE Communications Society, a member of 
the ACM SIGCOMM and ACM SIGSAC, and a member of the Internet Society. He is also 
the Chair of the IEEE Portugal Section -  Computer Society Chapter.

Jennie J. Gallimore is a professor in the Department of Biomedical, Industrial, and Human 
Factors Engineering at Wright State University. She received her PhD in industrial engineer­
ing and operations research from Virginia State and Polytechnic University in 1989. Dr. 
Gallimore applies human factors engineering principles to the design of complex systems. 
She conducts research in the areas of aviation spatial orientation and investigation of pilot 
spatial sensory reflexes, design of displays for advanced cockpits, design of displays for 
interactive semi-autonomous remotely operated vehicles including uninhabited combat 
aerial vehicles, human performance in virtual enviromnents, and human factors issues in 
medical systems.

Subhashini Ganapathy (ganapathy.2@cs.wright.edu) is a software engineer at Intel Cor­
poration, Chandler, AZ, USA. She holds a PhD in engineering with a focus in humans in 
complex systems from Wright State University. Her research interests include predictive 
analysis in model-based information technology systems, design optimization, and simula­
tion and modeling. For additional information, visit www.wright.edu/~ganapathy.2.

Raymond R. Hill (ray.liill@wright.edu) is a professor of industrial and human factors en­
gineering with the Department of Biomedical, Industrial & Human Factors Engineering at 
Wright State University. He received his PhD from The Ohio State University in 1996 and 
has research interests in heuristic optimization analysis, applied optimization, discrete-event 
and agent-based simulation modeling and decision supporting technologies for military- 
focused applications.

Claudio Kirner is an associate professor in computer science at the Methodist University 
of Piracicaba in Brazil. He received his PhD in systems engineering and computing from 
Federal University of Rio de Janeiro, in Brazil in 1986. He also spent two years as a visiting 
research scholar at the University of Colorado at Colorado Springs, USA. Dr. Kirner was 
chair of the First Symposium on Virtual Reality (1997) and First Workshop on Augmented 
Reality (2004) in Brazil and has published over 60 papers at international conferences 
and journals. His research interests include virtual and augmented reality, simulation and 
distributed systems.

Tereza G. Kirner is an associate professor in computer science at the Methodist University 
of Piracicaba in Sao Paulo state, Brazil. She earned an MS in information systems from the 
Federal University of Rio de Janeiro and a PhD in software engineering from the University 
of Sao Paulo, in Brazil. She also spent two years as a visiting research scholar at the Uni­
versity of Colorado at Colorado Springs, USA. Dr. Kirner has published over 50 papers at 
international conferences and journals. Her research interests include software engineering, 
simulation, and development of virtual reality applications.
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Robert Macredie has over 15 years of research experience in working with a range of orga­
nizations, ranging from large, blue-chip companies, through small businesses, to government 
agencies. Macredie’s key interest lies in the way in which people and organizations use tech­
nology, and his research aims to determine how work can be more effectively undertaken by 
improving the way that we understand how people and technology interact in organizational 
(and social) settings. He is professor of interactive systems and pro-vice-chancellor, Brunei 
University. He has undertaken work on a range of issues associated with people, technology 
and organizations and has over 180 published research contributions in these areas.

R. Manjunath is a research scholar from the University Visveswaraiah College of Engineer­
ing, Bangalore University, India. He was bom  in 1971 in Kolar, India. His doctoral thesis 
spans signal processing, neural networks and simulation of data transfer over the network. 
He has published about 55 papers in international conferences and journals in diverse areas 
involving the applications of signal processing. He lias chaired many international confer­
ences. His research interests include networking, signal processing, supply chain, validation 
methodologies, and so forth. He lias industrial and academic experience over 11 years in 
various fields including signal processing, data transfers, validation strategies and neural 
networks.

Khulood Abu Maria is a PhD student and was bom  in A1 Zarqa-Jordan in 1971. She 
earned her BS in computer science from M ut’a University in 1992, and a master’s degree 
in information technology from A1 Neelain University in 2002. She spent 14 years as a 
programmer, system analyst and an IT manager in a big international industrial company. 
She faced a good experience in the practical part of computer science and IT section. She 
is currently working on her PhD thesis. The thesis research interest is on artificial emotion 
and its application.

Roberto Mosca is an industrial plants management full professor and a DIP (Department 
of Production Engineering) director. He has fulfilled every academic career step beginning 
in 1972. He lias served as logistic and production eng., CCDU president and management 
eng., and as CCL president until 1997. With courses started up in University of Genova 
Polo of Savona; he planned and cooperated to realize this Polo where he directs the Discrete 
Simulation and the Automated Industry Laboratories. Mosca is the author of more than 130 
works, published in international congress acts or refereed papers. He works on industrial 
plants design and management modelling. Particular attention lias been given to the discrete 
and stochastic simulators development for complex systems and to the application of original 
and innovative techniques for simulation experiment design and optimization (from new 
methodologies creation for run duration determination and the experimental error evolution 
control until the independent variables effects analysis on dependent variables). Particularly 
interesting is the design of online simulators for the real-time production management, with 
incorporated automated decision rules, a technique later used by many other researchers. 
Since 1990, he has worked on combined utilization of simulation and AI techniques and on 
the applicability conditions and statistical reliability of special DOE techniques to simulation 
problems involving an elevated number of independent variables. He is member of important 
papers’ scientific committees {International Journal o f  Mode ling & Simulation, Impiantistica 
I tali ana, and national and international congresses (AN IMP.
IASTED, ESS, etc.). He is also a member of ANIMP, SCS, AIRO, PM, and AUG. Titular in
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1998 of FESR funds about 1 billion ITL for three applied research projects. He increased 
the industrial research contract amount as DIP Director from 250,000 USD/year in 1998 to 
over 1 million dollar/year in 2001 working with major international/national companies and 
agencies (Marconi, Elsag, COOP, NATO, Italian Navy, Fincantieri, PSTL, etc.)

S. Narayanan (PhD, PE) is a professor and chair o f biomedical, industrial and human fac­
tors engineering at Wright State University in Dayton, Ohio, USA, where he directs the 
interactive systems modeling and simulation laboratory. He received a PhD in industrial 
and systems engineering from the Georgia Institute of Technology in 1994. His research 
interests are in interactive systems modeling and simulation, cognitive systems engineer­
ing, and human decision aiding in complex systems. He is a member of HE, SCS, IEEE. 
IEEE Systems, M an & Cybernetics, HFES, and INFORMS. He is a registered professional 
engineer in the state of Ohio.

Kjell Ohlsson is a professor of human-machine interaction at the Division of Industrial 
Ergonomics at Linköping University. He received a BSc in 1974 at Uppsala University and 
a PhD in experimental psychology 1982 at Umea University. Between 1992-1998 he held a 
position as professor of engineering psychology at Lulea University of Technology. He has 
experience in human factors simulator-based research in different simulator enviromnents. 
Since 1998, he is appointed as program director of Graduate School for Human Machine 
Interaction and research director of the Swedish Network for Human Factors.

Mohammad Olaimat holds his bachelor’s degree in mechanical engineering from Jordan 
University for Science and Technology, Jordan, and he received a master’s degree in com­
puter information systems from Arab Academy for Banking and Financial Sciences in 2006. 
His research interest is in knowledge representation, knowledge management, supply chain 
management, software engineering industry, business process reengineering, and secured 
organization. He has five published papers.

Ray J. Paul is a professor of simulation modeling and director of the Centre for Applied 
Simulation Modeling at Brunei University, UK. He received a B Sc in mathematics, an MSc 
and PhD in operational research from Hull University. He has published widely, in books, 
journals and conference papers, many in the area of simulation modeling and software 
development. He has acted as a consultant for a variety of United Kingdom government 
departments, software companies, and commercial companies in the tobacco and oil indus­
tries. He is the editor o f the Springer Verlag Practitioner book series. His research interests 
are in methods of automating the process of modeling, and the general applicability o f such 
methods and their extensions to the wider arena of information systems. He is currently 
working on wider aspects of simulation, in particular in Web-based simulation and the new 
Grab-and-Glue modeling technique

Sasanka Prabhala is a PhD candidate in the Department of Biomedical, Industrial, and 
Human Factors Engineering at Wright State University. His research interests are in usability 
testing, developing advanced user interface designs, modeling human-machine interactions 
in complex environments, affective computing, and decision-making.
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Roberto Revetria earned his degree in mechanical engineering at the University of Genoa 
and he completed his master’s thesis in Genoa Mass Transportation Company developing 
an automatic system integrating ANN (artificial neural networks) and simulation with the 
ERP (enterprise resource planning) for supporting purchasing activities. He had consult­
ing experience in modeling applied to enviromnental management for the new Bosch 
plant facility TDI Common Rail Technology in construction near Bari. During his service 
in the Navy as officer, he was involved in the development of WSS&S (Weapon System 
Simulation & Service) Project. He completed his PhD in mechanical engineering in 2001. 
defending his doctoral thesis on ‘‘Advances in Industrial Plant Management” by applying 
artificial intelligence and distributed simulation to several industrial cases. Since 1998, he 
is active in distributed simulation by moving U.S. Department of Defense HLA (high level 
architecture) Paradigm from military to industrial application. In 2000 he successfully led 
a research group first demonstrating practical application of HLA in not dedicated network 
involving an eight international university group. He is currently involved, as researcher, in 
the DIP of Genoa University, working on advanced modeling projects for simulation/ERP 
integration and DS S/maintenance planning applied to industrial case studies (contracting & 
engineering and retail companies). He is active in developing projects involving simulation 
with special attention to distributed discrete event and agent-based continuous simulation 
(Swann Simulation Agents). He is teaching modeling & simulation, W & A , distributed 
simulation (HLA), and project management in master’s courses worldwide; and he is teach­
ing industrial plants design in the University of Genoa master’s courses. He is a member 
of SCS, IASTED, ACM, ANIMP, AICE, MIMOS and Liophant Simulation Club. He is 
associated professor in mechanical engineering.

Joel J. P. C. Rodrigues is a professor at the Department of Informatics of the University 
of Beira Interior, Covilha, Portugal, and researcher at the Institute of Telecommunications. 
Portugal. He received a PhD in informatics engineering, anM Sc from the University of Beira 
Interior, Portugal, and a 5-year BS degree (licentiate) in informatics engineering from the 
University of Coimbra, Portugal. His research interests include optical Internet, optical burst 
switching networks, high-speed networks, ubiquitous systems, and knowledge networks. He 
is member of the EU 1ST FP6 Network of Excellence -  EuroNGI. He is member of many 
international program committees and several editorial review boards, and he has served as 
a guest editor for a number of journals including the Journal o f  Communications Software 
and Systems. He chaired several technical sessions and gave tutorials at major international 
conferences. He has authored or co-authored over 30 papers in refereed international journals 
and conferences. He is a licensed professional engineer and he is member IEEE Computer 
Society and IEEE Communications Society, a member of the ACM SIGCOMM, and a 
member of the Internet Society.

Sani Susanto received a bachelor’s degree in mathematics and a master’s degree in in­
dustrial engineering and engineering management (IE&EM) from Bandung Institute of 
Technology, Indonesia, and a PhD in IE&EM from Monash University, Australia. Currently, 
he is a senior lecturer at the Department of Industrial Engineering, Parahyangan Catholic 
University, Bandung, Indonesia. His active research includes application of optimization 
techniques, fuzzy logic, data mining, natural and soft computing techniques, and industrial 
engineering. He has published about 25 research papers in various international/national
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journals, conference proceedings, and several national conference papers. He is a member 
of UNESCO International Centre for Engineering Education (UICEE). Dr. Susanto was 
awarded the UICEE Silver Badge of Honor for distinguished contributions to engineering 
education, outstanding achievements in the globalisation of engineering education through 
the activities of the Centre, and, in particular, for remarkable service to the UICEE. He has 
served as anonymous reviewer for international journals, book chapters, and international 
conferences.

Pandian M. Vasant is a lecturer and coordinator of engineering mathematics for Electri­
cal & Electronics Engineering Program at University Teknologi Petomas in Tronoh, Perak. 
Malaysia. He obtained a BSc (Hons.) in mathematics from the University of Malaya. 
Kuala Lumpur, and obtained a Diploma in English for business from Cambridge Tutorial 
College, Cambridge, UK. He received an MSc in engineering mathematics from School of 
Engineering & Information Technology at University Malaysia, Sabah. Currently he is a 
PhD candidate at University Putra Malaysia. During 1996-2003 he became the lecturer in 
advanced calculus and engineering mathematics at Mara University of Technology. He took 
the position of senior lecturer of engineering mathematics for the American Degree Program 
at Nilai International College during 2003-2004. His main research interests are in the areas 
of optimization methods and applications to decision and management, fuzzy optimization, 
soft computing, computational intelligence, and industrial production planning. Vasant has 
published more than 30 research papers in various national and international journals, and 
more than thirty papers in national and international conference proceedings. He is a reviewer 
for several international journals, book chapters and conference proceedings.

Raed Abu Zitar, an associate professor, was bom  in Gaza in 1966. He earned his BS in 
electrical engineering from University of Jordan in 1988, a master’s degree in computer 
engineering from North Carolina A&T State University, Greensboro, in 1989, and his PhD 
in computer engineering from Wayne State University in 1993. He is currently the dean of 
College of Information Technology, Philadelphia University, Jordan. He has more than 40 
publications in international journals and conferences; his research interests are machine 
learning, simulations, modeling, pattern recognition, and evolutionary algorithms with ap­
plications.
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